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Abstract
In the last decade, the number of available cores increased
and heterogeneity grew. In this work, we ask the question
whether the design of the current operating systems (OSes)
is still appropriate if these trends continue and lead to
abundantly available but heterogeneous cores, or whether
it forces a fundamental rethinking of how systems are de-
signed. We argue that:

1. hiding heterogeneity behind a common hardware inter-
face unifies, to a large extent, the control and coordina-
tion of cores and accelerators in the OS,

2. isolating at the network-on-chip rather than with pro-
cessor features (like privileged mode, memory manage-
ment unit, . . . ), allows running untrusted code on arbi-
trary cores, and

3. providing OS services via protocols over the network-on-
chip, instead of via system calls, makes them accessible
to arbitrary types of cores as well.

In summary, this turns accelerators into first-class citizens
and enables a single and convenient programming environ-
ment for all cores without the need to trust any application.

In this paper, we introduce network-on-chip-level isola-
tion, present the design of our microkernel-based OS, M3,
and the common hardware interface, and evaluate the perfor-
mance of our prototype in comparison to Linux. A bit sur-
prising, without using accelerators, M3 outperforms Linux
in some application-level benchmarks by more than a factor
of five.
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1. Introduction
In recent years, computer architecture followed two major
trends: increased parallelism and heterogeneity. We expect
that future systems will continue to follow these trends and
confront us with even more heterogeneous cores.

1.1 Heterogeneity
Today, workloads in many application areas run on com-
puter systems, which combine general-purpose CPUs and
special-purpose accelerators to achieve the required perfor-
mance and energy efficiency. For example, in addition to
CPU/GPU combinations, which have become mainstream in
many daily life devices, we find accelerators to assist in cryp-
tography [21], multimedia [47], object caching [28], signal
processing [5, 37], the processing of massive multidimen-
sional data-sets [46] and machine learning [30], to mention
just a few.

In their respective domains, special-purpose solutions
show large performance and energy advantages over general-
purpose solutions. For example, Lim et al. have presented an
FPGA-based accelerator for memcached [28] that shows a
16 times performance-per-watt improvement over an Atom
CPU. Liu et al. demonstrated that an machine learning ac-
celerator [30] can achieve 20% better performance than a
GPU-based solution, while requiring 128 times less energy.

Increased leakage currents and limited heat dissipation
capabilities already make it impossible to operate all parts
of a chip at full frequency over extended periods of time.
To mitigate these effects, which lead to dark silicon, com-
puter architects already proposed mixtures of largely hetero-
geneous processing elements to accelerate frequently recur-
ring patterns in general-purpose workloads [43], and also to
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integrate special-purpose accelerators [18] for specific appli-
cation domains.

In summary, we expect hardware platforms to continue to
increase in heterogeneity. Unfortunately, current operating-
systems (OSes) rely on specific hardware features such as
a privileged mode, exceptions, and a memory management
unit (MMU). Furthermore, the OS design requires a kernel,
available on every core that should be a first-class citizen,
i.e., which has access to OS services and can run untrusted
code. Of course, special-purpose cores could be equipped
with all the hardware features required by current OSes to
make them first-class. However, this leads either to large
porting efforts for the OS kernel because it needs to run
on various different cores. Or it forces hardware vendors to
produce cores that are equal at the architectural level, which
limits the benefits of accelerators since their advantages stem
also from their architectural differences to general-purpose
cores.

1.2 Second-class vs. First-class Citizens
Accelerators are currently treated as devices, i.e., second-
class citizens. Although this model is suitable for timers,
network cards or storage devices, we consider it less appro-
priate for accelerators that execute software or for reconfig-
urable circuits like FPGAs, which are becoming increasingly
common. At first, as more and more accelerators execute in-
creasingly complex software, their need for OS services like
filesystems, network stacks or inter-process communication
mechanisms increases. Second, applications might want to
offload parts of their computation onto accelerators and of
course, do not want to switch to a completely different and
limited programming environment. We therefore believe that
it is crucial to remove the barrier between general-purpose
cores and accelerators and treat both as first-class citizens.

1.3 Abundantly Available Cores
Although the increase of single-thread performance has
mostly stopped due to the break-down of Dennard scal-
ing [12], Moore’s law still leads to about twice as many
integrated transistors every 18 months, which are used to
integrate more cores on a chip as a response to the stop of
Dennard scaling. Today, there are already research projects
with hundreds [3] to even one thousand [24] cores on a chip
and we believe that chips with that many cores will become
commercially available in the future. These large number of
cores, while probably not all usable at all times due to power
and heat constraints, offer new opportunities and trade offs.
For example, having enough cores allows the OS to place
each application on its own core. By cleverly balancing the
load and powering off unused cores, the OS can make sure
that it stays within the power budget. This approach is bene-
ficial because it avoids both the direct and the indirect costs
of context switches. That is, applications no longer share
hardware resources like registers, caches, and translation
lookaside buffers (TLBs).

1.4 Contributions
Our goals are therefore to, at first, integrate arbitrary cores
as first-class citizens into the system, and second, lever-
age the fact that cores are abundantly available. To achieve
that, we integrate cores and memories into a packet-switched
network-on-chip (NoC) and equip each core with a data
transfer unit (DTU) as the common hardware component.
The DTU, offering message passing and memory access, is
thereby the only means for the core to communicate with
other cores or memories. Thus, controlling the DTU allows
us to control the core and therefore also the software run-
ning on the core. OS services like filesystems and network
stacks are provided based on a core-neutral communication
protocol between DTUs. Our contributions are as follows:

1. We introduce data transfer units and the concept of NoC-
level isolation, which enables uniform control and coor-
dination of heterogeneous cores.

2. We evaluate new OS design opportunities and trade-offs
that become possible through NoC-level isolation and
abundantly available cores.

3. We describe the design of our OS prototype, M3, where
we combine the above findings into a microkernel-based
system. As a proof of concept, we implemented a filesys-
tem and pipes. M3 is available as open source at https:
//github.com/TUD-OS/M3.

4. Finally, we evaluate the performance of our prototype to
show the feasibility of the OS design. By trading system
utilization for supporting heterogeneous cores and by
accelerating data transfers via the DTU, M3 outperforms
Linux as a representative of a traditional OS by more than
a factor of five in some application-level benchmarks.

The rest of the paper is organized as follows: After re-
lating this paper to previous work in Section 2, we intro-
duce our approach to tame heterogeneous manycores based
on NoC-level isolation and DTUs in Section 3. In Section 4,
we detail our hardware/OS co-design of the DTU and the
OS prototype M3. Finally, we evaluate our prototype in Sec-
tion 5, conclude in Section 6, and sketch directions for future
work in Section 7.

2. Related Work
As this paper is about a hardware/operating-system co-
design, the related work can be split into similar hardware
components and similar OS designs.

2.1 Hardware-Level Isolation and Message Passing
At first, memory management units (MMUs) and memory
protection units (MPUs) are related to the DTU described in
this paper. They are typically tightly integrated with the core
architecture and used for memory translation and/or protec-
tion, controlled by the OS kernel. More recently, IOMMUs
have been introduced to add translation and protection to I/O

190

https://github.com/TUD-OS/M3
https://github.com/TUD-OS/M3


OS kernel

GPC DSP FPGA

App App App App

GPC DTU DTU DTU

Linux Popcorn Linux, K2, Barrelfish, fos M3NIX, Helios

Prot. GPC Prot. ...

App App

GPC1 Prot.

OS kernel

App Serv

GPC2 Prot.

OS kernel OS kernel App OS service
...

...

Figure 1. Design space for heterogeneity, enforcing isolation (red lines) and providing OS services.

devices. Furthermore, hardware components have been pro-
posed to connect heterogeneous cores over a NoC in a secure
way [16, 36]. However, all of them are dealing with memory
accesses only. Instead, the purpose of the DTU is to abstract
from the heterogeneity of the cores and provide the features
that are required to make all cores first-class citizens. In par-
ticular, this includes the ability to perform secure and effi-
cient message passing between cores.

Besides approaches for memory accesses, various work [4,
20, 25, 31, 34] has been done on (user-level) message pass-
ing architectures. For example, Alpert et al. describe pro-
tected message passing in userland on the Shrimp multi-
computer [4]. Protection is thereby based on virtual memory
support in the core. Similarly, the MAGIC component in the
FLASH multiprocessor [20, 25], is designed as a core that
executes software to allow the implementation of a variety
of protocols like cache coherency. It does also require co-
operation with an OS kernel. In summary, all approaches
rely on core-specific features like virtual memory and/or an
OS kernel on the sending/receiving core for special cases.
Since our goal is to integrate arbitrary cores into the sys-
tem and simple accelerators in particular, the DTU has to
be core-agnostic and needs to handle all operations without
involving an OS kernel on the same core.

2.2 Operating Systems
When exploring related OS work and comparing it with our
design, we find different approaches to heterogeneity, iso-
lation, and providing OS services. As depicted in Figure 1,
traditional OSes like Linux are built to execute a shared ker-
nel on homogeneous cores. Isolation between the OS kernel
and applications and between applications is thereby imple-
mented via processor features like a privileged mode, excep-
tions, and MMUs (denoted by Prot. for protection features
in the figure) that we find in general-purpose cores (GPC).
OS services are offered via system calls that perform a mode
switch from user mode into privileged mode.

To let Linux support heterogeneous cores, approaches
like Popcorn Linux [7] and K2 [29] have been suggested,
which run multiple Linux instances on potentially heteroge-
neous cores. Since they are still based on Linux running on
general-purpose cores, isolation and OS services are realized
in the traditional way. Like with standard Linux, accelerators
are treated as devices.

Moving further to the right, we find the multi-kernel de-
sign with Barrelfish [8] as one implementation. Barrelfish
aims to support many heterogeneous cores as well and de-
signs the OS as a distributed system to improve scalability.
Similarly, fos [44] targets manycores and thus introduces the
concept of service fleets that are spread among the whole
chip. Both Barrelfish and fos use message passing to access
OS services that may run on a different core. However, the
design of Barrelfish and fos is based on the traditional way of
isolation and executing a kernel on every core, required for
message passing and resource access in case of fos and for
memory isolation and capability management in Barrelfish.

NIX [6], based on Plan 9 [35], relaxes the requirement on
executing a kernel on every core by introducing application
cores. In contrast to still existing time sharing cores, appli-
cation cores do not execute a kernel to prevent OS noise, i.e.,
interference with the application caused by the OS through
e.g., interrupt handling. Application cores can still access OS
services by communicating via message passing with a time
sharing core. Although NIX supports cores that are not able
to execute a kernel, the communication in NIX is based on
shared memory and isolation requires MMUs on all cores.
In contrast to NIX, our approach does not rely on this.

Helios [33], a derivative from Singularity [14], reduces
the requirements one step further by using software isola-
tion instead of address space protection. Thereby, neither an
MMU nor a privileged mode is required. However, Helios
still executes a satellite kernel on every core and requires a
timer device, an interrupt controller, exceptions, and a quite
large amount of memory (at least 32 MiB).

In this paper, we evaluate the rightmost point in this spec-
trum (see Figure 1) by removing all requirements on pro-
cessor features. We achieve that by abstracting the hetero-
geneity of the cores via a common hardware component per
core, called DTU, which contains all the features that are re-
quired for an OS to treat the attached core as a first-class
citizen. This allows us to hide any kind of processor, in-
cluding very simple ones, behind a DTU. For example, a
general-purpose core, a digital signal processor (DSP), an
application-specific integrated circuit (ASIC), an FPGA, etc.
Based on the DTU, we isolate at the NoC-level by remotely
controlling the communication capabilities of DTUs and of-
fer OS services via core-neutral communication protocols.
In this paper, we use the term processing element (PE) to de-
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note the combination of core, local memory (scratchpad or
cache) and DTU.

Similar to M3, GPUfs [40], GPUnet [22] and PTask [39]
strive to make GPUs first-class citizens. However, they
specifically target GPUs, while we aim to find a general
solution to integrate arbitrary PEs as first-class citizens.

3. Taming Heterogeneous Manycores
To address the problem of heterogeneous PEs, we move the
kernel to dedicated PEs and thereby let the applications run
on bare-metal, as shown in Figure 1. That is, no applications
are running on the kernel PEs, while no kernel is running on
the application PEs. Similar to previous works [6, 10, 41],
system calls are not handled on the same core by performing
a mode switch, but by sending a message over the DTU to
the corresponding kernel PE. However, the main motivation
in the mentioned works is the improvement of performance,
while ours is the support of heterogeneous cores.

Despite the differences between the kernel in M3 and a
traditional kernel, they share their main responsibility: mak-
ing the final decision of whether an operation is allowed or
not. Typically, a traditional kernel, in contrast to applica-
tions, is running in the privileged processor mode. With M3,
privilege is not defined by the processor mode, but by the
DTU. Similarly to the processor mode, all DTUs are priv-
ileged at boot, i.e., any communication is allowed. During
boot, the DTUs of the application PEs are downgraded by
the kernel to become unprivileged. Due to the similarities to
traditional kernels, we also use the term kernel for the en-
tity that exercises the mentioned responsibility and the term
kernel PE for naming the entire PE on which this entity runs.

3.1 Data Transfer Unit
In our approach, a DTU is a small hardware component that
is present in each PE and thereby serves two purposes:

1. It is the only interface for the PE to PE-external resources
like other PEs or memories.

2. It abstracts from the heterogeneity of the PEs to allow a
uniform control of different PEs.

For our OS design, the DTU needs to support both mes-
sage passing and remote memory access. Message passing is
essential for the PE-neutral protocols used to provide filesys-
tems, network stacks, access to devices and so on, while
memory access is required to use PE-external memories.

The DTU should be attached to the core as a device with
memory mapped registers. In this way, the DTU can be core-
agnostic and existing instruction set architectures can be re-
used without any change.

3.2 NoC-level Isolation
Since we assume that all PEs are potentially different, the
processor features used for isolation in classical OSes are
different in every PE or are not even available. Therefore,

we enforce isolation at the NoC-level instead of within one
core. That is, applications run on bare-metal and can thus use
their core in any way they like. Instead, to isolate applica-
tions, we control the communication capabilities of the PE,
i.e., control the exchange of information with other PEs or
memories. Since the DTU is the only interface to other PEs
or memories, controlling the DTU suffices to control the ap-
plication on that PE. This is done by a kernel, running on a
different PE. In this way, a kernel isolates the applications at
the NoC-level by remotely controlling their DTUs.

3.3 Abundantly Available Cores
Although we expect that future platforms will have many
cores, we do not assume that, at any point in time, cores
outnumber the threads of execution in the system. Instead,
we plan to support the multiplexing of a core1 among a
group of threads that can run on that same core, but to not
context-switch periodically, but only if required. With this,
we optimize for the common case with abundantly available
cores: two interacting applications are running on separate
cores at the same time and can thus directly communicate
with each other. That is, communication does not mean to
transition the execution from the sender to the receiver, but
both are running in parallel and are putting their cores in
a low power state when waiting. For a communication that
involves longer wait times, we plan to inform the kernel
about a potentially reusable core, which can then perform
a context switch to another thread of execution, if necessary.
In this case, the kernel needs to switch back to the old thread
before the interrupted communication can be completed.
We leave the details of context switching (and migration,
because it requires the same mechanism) as future work.

3.4 Discussion
This approach has several advantages:

1. Applications do not share resources like registers, caches
or TLBs with kernels and, in the common case, not with
other applications as well. Therefore, when performing
system calls, registers do not need to be saved or restored
and, when the call is finished, cache or TLB misses do
not happen because no entries have been evicted.

2. As no kernel is running on application PEs, support-
ing arbitrary PEs becomes much easier. First, the kernel
PEs could be homogeneous. Second, only the application
needs to be compiled for the targeted PE(s) and, if de-
sired, be prepared for hardware features it wants to make
use of. Thus, new application PEs can be added without
requiring any change to a kernel.

3. Furthermore, as no application is running on the kernel
PEs, a kernel does not need to run in privileged mode,
support context switching or use paging to isolate itself

1 This will be restricted to the subset of the cores that support it, i.e., some
accelerators might be excluded.
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from the application. Instead, the only hardware feature
that a kernel needs to support is the DTU to communicate
with the applications and control them from the outside.

4. OS kernels and services do not necessarily benefit from
the same hardware features (instruction extensions, num-
ber of functional units, memory architecture etc.) as the
application. Giving them different PEs allows to acceler-
ate both in the best possible way.

The disadvantage of this design is the decrease in system
utilization, because a PE is idling (for a certain time) if the
application on that PE is waiting for an incoming message or
the completion of a memory transfer. However, it is expected
that the power consumption and heat generation will be the
limiting factors in the future. That is, even if an OS could
fully utilize all PEs at all times, physical limits will prevent
it from doing so. Furthermore, abundantly available cores
will allow the OS in most cases to not reuse the core for a
different application immediately, since enough free cores
are available. For this reason we believe that this can be
relaxed in favor of supporting heterogeneous cores (which
are controlled remotely) and an increase in performance,
because the state of the application (e.g., in the cache and
TLB) is kept during most communications.

Note that, despite the separation in kernel PEs and appli-
cation PEs, it does not mean that they require different cores.
In fact, the kernel of our prototype implementation does not
need any specific processor feature and can thus run on any
core, where a DTU is attached and for which a C++ compiler
is available. But of course our approach allows to specialize
a kernel PE by e.g., adding specific instructions to the core
to accelerate certain operations, if desired.

4. Design and Implementation
To evaluate the feasibility of the described approach, we
built a prototype for both the DTU and the OS. The DTU was
thereby co-designed with the OS to reflect the requirements
of the OS in the feature-set of the DTU. In particular, our
goal is to treat all PEs as first-class citizens whether or not
they support OS kernels. For example, the core might have
no privileged mode or memory protection to protect a kernel.
Another reason is that the core can be an FPGA that should
only host the circuit to accelerate a specific computation.

4.1 Prototype Platform
To investigate how an OS could look like if PEs do not
support an OS kernel, we chose to use the Tomahawk plat-
form [5], which is a multiprocessor system-on-a-chip (MP-
SoC) for mobile communication applications. Tomahawk
consists of multiple PEs, connected over a network-on-chip
and one DRAM module. The PEs are Xtensa RISC cores that
do not have a privileged mode and also no MMU. Further-
more, they employ a scratchpad memory (SPM) instead of
caches as the only directly addressable memory. SPM is of-

ten used for accelerators, because in contrast to caches, they
can be tailored to the accelerators needs by adding multiple
independent SRAM banks to perform multiple accesses in
parallel [11].

M3 supports two versions of Tomahawk: The first is a
silicon chip, which employs 8 PEs, each having a SPM of
32 KiB for code and 32 KiB for data and a predecessor
of the here described DTU, that does only support data ex-
change, but no message passing with the features described
in Section 4.4. The second is cycle-accurate simulator of
Tomahawk, based on the Cadence Xtensa SystemC frame-
work [9], that we modified to include the DTU described
in this paper. It supports an arbitrary number of PEs, each
having a SPM of 64 KiB for code and 64 KiB for data. Al-
though this version of Tomahawk is currently only available
as a simulator, it has already been sent to the chip manufac-
turer and will thus also be available as a silicon chip next
year. M3 runs on both Tomahawk versions, but we describe
and evaluate the simulator-based version because it supports
more PEs and employs the described DTU (on the current
hardware, some features need to be emulated in software).

4.2 Limitations
Our prototype platform has currently two major limitations:

1. Instead of a cache, a core employs only a small SPM,
limiting the size of code and data and thus the complex-
ity of applications that can run on it (without manually
managing it like a cache).

2. Virtual memory is not supported, but a core accesses the
SPM and external memory with physical addresses. The
SPM can be accessed directly with load/store instruc-
tions, whereas the external DRAM (or other PE’s SPMs)
requires an explicit transfer into the SPM over the DTU
first, leading to a distributed memory architecture.

However, to us, this was not a limitation, but a feature:
simple accelerators, which we strive to support in particular,
typically lack these features. Starting with a platform that
consists of simple accelerator-like cores only, allowed us to
explore how to design the system in a way that these cores
are supported as first-class citizens. In future work, we will
address these limitations to optionally support caches and
virtual memory, as described in Section 7.

4.3 Overview and Terminology
Before diving into the details, this section briefly sketches
the general concepts of isolation, communication, and re-
mote memory access, and introduces the terminology used
in this paper. At the hardware side, as shown in Figure 2, the
DTU consists of a number of endpoints (EPs). Each endpoint
can be configured to be a send endpoint, a receive endpoint,
or a memory endpoint. The configuration registers (buffer,
target, credits, and label) are only writable by ker-
nel PEs, while the data register is writable by the applica-
tion PE as well. Initially, all registers are writable at all PEs
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and the kernels downgrade the permissions at the application
PEs during boot2. To let applications communicate, a kernel
establishes communication channels by remotely configur-
ing endpoints. Afterwards, no kernel PE is involved, but the
sender and receiver communicate directly (as indicated by
the thick arrow in Figure 2).
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Core

Mem
ringb.

credits

labeltarget

data

EP

credits

labeltarget

data
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Send CapM
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...
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Figure 2. Communication between two PEs via the DTUs, set up by a kernel.
The receiver has a receive endpoint configured for receiving messages and the
sender has a send endpoint for sending messages to the receive endpoint.

At the software side, the kernels pro-
vide Virtual Processing Elements (VPEs)
as an abstraction for PEs. Applications
consist of at least one VPE, whereas each
VPE is assigned to exactly one PE at any
point in time. The kernels use capabil-
ities [13] to manage the permissions of
the VPEs by maintaining a capability ta-
ble per VPE. In Figure 2, the receiver uses
a receive gate object, which is associated
with the receive capability and bound to a
receive endpoint. Analogously, the sender
uses a send gate associated with the send
capability and bound to a send endpoint.
For memory access, the concept is anal-
ogous, but the target register at the send
endpoint specifies a region of memory in-
stead of a receive endpoint.

4.4 Data Transfer Unit
For our prototype, we built a DTU and integrated one in-
stance in each PE of the Tomahawk platform.

4.4.1 Endpoints
To support both memory access and message-based commu-
nication we provide endpoints to establish communication
channels. Each DTU contains a set of endpoints, which can
be configured for different operations.

With a send endpoint, a message can be sent by speci-
fying the address and size of the data to send via the data

register. This requires that the target register has been con-
figured to point to the receive endpoint and that the registers
credits and label have been set accordingly (the follow-
ing sections provide more detail on them). The buffer reg-
ister is not used for send endpoints.

For receive endpoints, the buffer register specifies the
location and size of the ringbuffer, which can only be done
by a kernel PE (see Section 4.4.4). Received messages are
placed into the ringbuffer by the DTU without involving any
software. If permitted by the sender, a reply can be send via
the data register. The other registers are unused.

For memory endpoints, the target register specifies the
remote memory region and the permissions (read or write).
When reading, the data register denotes the location the
read data should be transferred to, while when writing, it
denotes the data to write. Label and credits are not used in

2 If desired, a kernel can also upgrade the permissions of an application PE
again to turn it into a kernel PE, but this is not done in our prototype.

this case. As the memory transfer occurs without involving
an OS kernel and without involving software on the passive
side (where the data is read from or written to), it is a form
of RDMA.

An endpoint is therefore a hardware representation of a
capability, similar to CHERI [45]. In contrast to CHERI, we
did not extend the instruction set architecture, but the DTU
acts as a device attached to the core.

In the current implementation, the software polls a DTU
register to wait for received messages or completed memory
transfers. In future work, we will put the core into a low-
power state and the DTU will wake it up for these events.

4.4.2 Messages
Messages consist of a header and a payload. The header
is automatically prepended to the payload by the DTU and
contains a label, the length of the message, and information
for a potential reply (see Section 4.4.4). A label, originally
introduced by KeyKOS [19] as numeric tag, is a value that
is chosen by the receiver when the channel is created and
unforgeable by the sender to securely identify the sender.
Typically, the receiver sets it to the address of the object that
corresponds to the sender, so that no additional lookup in a
hash table or a similar data structure is necessary to find the
object needed for the requested operation.

We believe that device interrupts should be sent as mes-
sages as well to integrate them with the existing concepts.
This would allow to wait for them as for any other message,
interpose them, sent them to any PE, independent of the core,
etc. However, we have not yet implemented this idea, be-
cause of the lack of devices in the prototype platform.

4.4.3 Ringbuffer
Ringbuffers at the receive endpoints allow receivers to si-
multaneously accept messages from multiple senders. Ring-
buffers are allocated in the local memory of the PE and or-
ganized in fixed-size slots. The size of the slots, which cor-
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responds to the maximum message size, is configurable per
endpoint. Upon the reception of a message, the DTU writes
the received message at the current write position in the ring-
buffer and moves the write position forward. The software
in turn advances the buffer’s current read position to indi-
cate that a message has been processed. To manage the ring-
buffer space, we use a credit system, similar to the one in
Intel QuickPath [2]. That is, the receiver hands out credits
to its senders and thereby limits the number of messages per
sender. If a sender has no credits left, message sending is
denied by the DTU until the credits have been refilled by ei-
ther the receiver (typically when replying) or an OS kernel.
For most scenarios, the receiver should not hand out more
credits than buffer space is available, because messages are
dropped if no space is left.

4.4.4 Replies
A channel is unidirectional in the sense that only the sender
can start a communication. But since a reply is an important
and also performance-critical operation, the DTU supports
direct replies on received messages without requiring a ded-
icated channel back to the sender.

To enable replies, the sender specifies any of its endpoints
as receive endpoint for the reply and transmit this informa-
tion to the receiver. We decided to store the reply information
in the message header, i.e., in the receiver’s ringbuffer. To re-
ply, the receiver selects the message to reply to and the DTU
accesses the message header to extract the destination. Nat-
urally, storing this security-critical information at a software
accessible location requires additional protection. Therefore,
if replies should be enabled for a ringbuffer, an OS kernel en-
sures these ringbuffers are placed in read-only memory and
do not overlap before configuring a receive endpoint.

4.5 Operating System
In parallel to the just described DTU, we have built an
operating-system prototype called M3, which is short for
microkernel-based system for heterogeneous manycores (or
L4 [27] ± 1), and follows the design introduced in Section 3.
M3 consists of a kernel, running on a dedicated PE3, OS
services and the library libm3.

4.5.1 Microkernel Approach
We chose to build the OS as a microkernel-based system.
That is, the kernel provides only the necessary mechanisms
to let applications implement the actual functionality of the
OS. In particular, filesystems, network stacks and drivers
are therefore implemented as applications; hence we use the
term application to refer to both user applications and OS
services in this paper.

Besides the well known security and reliability advan-
tages of microkernels, the DTU and our approach of having
dedicated application and kernel PEs eliminates the most im-

3 In the future, multiple instances of the kernel will be supported.

portant criticism of microkernels: Since message passing is
performed directly between applications via DTUs, without
kernel involvement or context or address-space switches, it
is very fast. As reported in Section 5, it is even faster than a
Linux system call on Xtensa and ARM.

4.5.2 Library
The library libm3 provides abstractions for communicating
with the kernel or OS services, accessing files, using the
DTU etc. and contains only little architecture-specific code.
Currently, only the PE initialization is architecture-specific,
which makes libm3 easily portable to architectures other
than Xtensa. Due to the small SPMs in our prototype, which
we believe is a common limitation of accelerators and other
PEs without kernel support, libm3 provides lightweight ab-
stractions rather than a POSIX-compliant environment. This
choice also results in performance improvements, as demon-
strated in the evaluation.

4.5.3 Capabilities
Inspired by L4 microkernels [23, 26, 42], M3 uses capabili-
ties to manage the permissions of applications. A capability
is thereby a pair consisting of a kernel object and permis-
sions for this object. The kernel maintains a table of capa-
bilities per VPE, similar to the file descriptor table in UNIX
systems.

M3 provides two operations to exchange capabilities be-
tween VPEs (delegate and obtain) and one operation to undo
the exchange (revoke):

1. Delegate: Grant another VPE access to a capability.

2. Obtain: Request access to a capability from another VPE.

3. Revoke: Undo all grants of a capability recursively.

Naturally, VPEs can only delegate and revoke capabilities
they possess themselves. To revoke a capability recursively,
i.e., including all grants, the kernel maintains a tree that
records all delegation/obtain operations, similar to the map-
ping database found in some L4 microkernels [23, 26, 42].

In L4 microkernels, a capability exchange is performed
via inter-process communication (IPC). In particular, a sin-
gle message allows to exchange both information and capa-
bilities. In contrast, in M3, IPC does not involve the ker-
nel and is instead performed directly between applications.
However, to exchange capabilities, the kernel needs to be in-
volved as it manages all capabilities. For that reason, M3

offers two options to exchange capabilities, which are both
realized as system calls to the kernel: first, one can exchange
capabilities with another VPE, provided that the requesting
VPE has a capability for the other. Second, applications can
exchange capabilities with services. The second additionally
involves communication with the service to negotiate details
and allow the service to deny the capability exchange. The
required communication channel between kernel and service
is created at service registration. In the current prototype,
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send and receive capabilities are virtualizable, i.e., they can
be interposed by a proxy to e.g., monitor the communica-
tion, but memory capabilities are not. This is due to the lack
of virtual memory support in our prototype platform.

4.5.4 Gates
A gate is the software abstraction used for communication
and memory access over the DTU. M3 provides three dif-
ferent kinds of gates:

• receive gates to receive messages,
• send gates to send messages to receive gates and
• memory gates to access remote memory.

As receive gates can receive messages at any point in
time, they can only be moved to different endpoints or PEs
after invalidating all connected send gates and ensuring that
no transfer is in progress. In contrast, send gates and memory
gates are easily movable. Hence, the kernel only allows
to delegate/obtain send and memory capabilities, but not
receive capabilities.

The kernel is responsible for managing the memories in
the system. That is, it decides which application can use
which parts of which memories. Our current prototype con-
tains only one DRAM module and all PEs have SPMs in-
stead of caches. Therefore, code, static data, heap, and stack
are placed in the SPM, owned by the application currently
running on that PE. Applications can however request a re-
gion of the DRAM via a system call to obtain a memory
gate, which provides access to the region via explicit data
transfers over the DTU.

To actually send messages or access memory, receiving
a send or memory gate is not sufficient. A kernel needs to
configure an endpoint at the application PE first, which is
requested via a system call, because only a kernel has the
permissions to configure endpoints. This indirection allows
a kernel to defer the reply to the system call until the re-
ceiver is ready to receive messages. Furthermore, since the
DTU provides only a limited number of endpoints (8 in our
prototype platform) and applications might need more send
gates or memory gates4 than endpoints are available, mul-
tiplexing is used to share the endpoints among these gates.
This is done by libm3, which checks before the usage of a
gate whether the endpoint is appropriately configured. If not,
the corresponding system call is performed.

4.5.5 Virtual PEs
Applications consist of multiple Virtual PEs, whereas each
VPE is bound to a specific PE at any point in time. Although
our current prototype does not yet support it, we plan to
allow the migration of VPEs and also time-sharing of PEs
among multiple VPEs. As far as the kernel is concerned,

4 Multiplexing is currently unsupported for receive gates, because they are
more difficult to move, as described before.

each VPE represents a single activity, i.e., does not use
parallelism. Instead, new VPEs can be created to make use of
more than one PE. However, an application is of course free
to implement user-level thread-switching on a single PE or,
if a PE supports it, use a timer interrupt and a small interrupt
routine to switch between threads preemptively.

VPEs are created via a system call to the kernel, which
instructs the kernel to select a suitable and unused PE.
Thereby, the application can request a specific type of PE
– for example a specific accelerator. If found, the kernel cre-
ates a VPE kernel object and a VPE capability for the VPE
that requested it. Furthermore, the requesting VPE receives
a memory gate for the memory that the VPE can access.
In the current prototype, the memory gate refers to the lo-
cal memory of the PE. If caches are available, it will be
some PE-external memory and the kernel will configure the
cache/DTU to access it.

The memory gate is used by libm3 to perform applica-
tion loading as it provides complete control of the PE. libm3
supports two operations: First, applications can clone them-
selves onto this PE, similar to a fork in UNIX. Second,
they can load an executable from the filesystem (see Sec-
tion 4.5.8) onto the PE, similar to exec. The former is in-
tended only for homogeneous PEs, the latter for both homo-
geneous and heterogeneous PEs.

When using the clone operation, libm3 transfers the code,
static data, the used portion of the heap and the stack to
the corresponding locations of the memory denoted by the
memory gate. Since each PE has its own local memory, this
does neither require virtual memory nor position indepen-
dent code: the regions are simply copied to the same ad-
dresses in the other PE.

In the current C++ implementation of libm3, the clone
operation can be used to execute C++ lambdas on other PEs,
as the following example shows:

i n t a = 4 , b = 5 ;
VPE vpe ( ” t e s t ” ) ;
vpe . run ( [ a ,&b ] ( ) {

auto &s = S e r i a l : : g e t ( ) ;
s << ”Sum : ” << ( a + b ) << ”\n ” ;
re turn 0 ;

} ) ;
i n t r e s u l t = vpe . w a i t ( ) ;

At first, the VPE is created via a system call, selecting
a PE of the same type as the requesting PE in this case.
Second, all state is copied to the other PE and the given
function is called. Arguments can be passed to the lambda by
capturing them – either by value or by reference. However,
since our prototype platform does not support to access PE-
external memories with load/store instructions, values of the
caller cannot be directly manipulated. Instead, this has to
be done explicitly by using message passing or memory
gates. This can be achieved by exchanging capabilities with
the VPE before and/or after running the lambda. Note that
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the execution of the lambda happens asynchronously. The
method wait can be called to wait until the lambda has
finished execution and to receive an exit code. In case the
lambda does not return after some time, the owner of the
VPE capability could revoke it to let the kernel reset the
associated PE, thereby making it available again for others.

4.5.6 Message Passing
We chose to make message passing asynchronous on the
lowest level. That is, after a message is sent, which is done
by programming the memory-mapped registers of the DTU
accordingly, the application is free to perform other work
until the reply has been received (if any is expected). This
is because the kernel is executing on a different PE and not
involved if two applications communicate. Since an asyn-
chronous model is often more difficult, most abstractions of
libm3 combine the send operation with waiting for the reply,
making it synchronous again.

To simplify the message-based communication, libm3
provides easy-to-use C++ abstractions for marshalling and
unmarshalling. Inspired by previous L4 marshalling frame-
works [15], it overloads the C++ shift operators to marshal
an object into the message or unmarshal it again.

4.5.7 Pipes
Based on the so far described basic primitives, libm3 offers
a pipe concept, similar to a pipe in UNIX. On M3, a pipe
is a unidirectional data channel between exactly one writer
and exactly one reader. The data is thereby transferred over
a software-managed ringbuffer in the DRAM, to which both
reader and writer have access. Although the SPM and the
ringbuffer provided by the DTU could be used, we decided
in favor for the DRAM, because the SPM might be too small,
if an application needs several pipes to other applications. By
using the DRAM, large ringbuffers can be used to maximize
the parallelism of readers and writers.

To manage access to the ringbuffer, messages are used
to synchronize reader and writer. That is, after writing new
data to the ringbuffer, the writer notifies the reader with a
message, which in turn will read the data from the ringbuffer,
after it received the message. In this way, the state of the
ringbuffer is exchanged with messages, while the ringbuffer
in DRAM contains only the data that is transmitted through
the pipe. It is important to note that, after setting up the pipe,
the kernel is not involved in the communication. That is, the
actual pipe-based communication happens directly between
the PE of the reader and PE of the writer.

4.5.8 Filesystem
As a filesystem is an essential and performance-critical com-
ponent of an OS, we have designed and implemented a
filesystem, called m3fs, as a proof of concept for a service
provided by an application in M3. m3fs is currently an in-
memory filesystem, because our prototype platform lacks
persistent storage. However, the organization of the data has

been chosen to be suitable for persistent storage as well, so
that we can support it later.

For opening files, closing files, meta-data operations like
mkdir, link etc., the service is contacted to perform these
operations. The actual data transfers are done without in-
volving m3fs, because the applications directly read or write
to the memory, where the file is stored5. The application
needs to ask m3fs for the locations of the file fragments
that it wants to access first. m3fs will then delegate mem-
ory capabilities for the requested fragments in memory to
the application. The concept is therefore somewhat similar
to GoogleFS [17], where meta-data is separated from data
storage as well.

The filesystem is organized like classical UNIX filesys-
tems, consisting of a superblock, an inode and block bitmap,
an inode table and directories with pointers to the inodes.
The data of an inode is stored in a tree of tables containing
extents. As in other modern filesystems [32, 38], an extent
is a pair of a starting block number and a number of blocks.
The reason for this organization is that the applications get
access to the data in form of memory capabilities, represent-
ing contiguous pieces of memory. To maximize the perfor-
mance and scalability, these pieces of memory should be as
large as possible to reduce the number of times m3fs has to
be contacted. Storing the contiguous pieces in the form of
extents avoids the need to first scan through a list of block
numbers to determine the contiguous pieces.

To relieve the application programmers from obtaining
memory capabilities from m3fs, determining at which offset
of that memory the application needs to access etc., libm3
offers POSIX-like abstractions (open, read, write, seek,
close, . . . ) to the application. That is, the application uses a
local buffer for reading and writing, and libm3 will translate
that into memory reads or writes at the appropriate location
and will, if necessary, request further memory capabilities.

In this way, we optimize the data transfers for perfor-
mance and scalability, because we believe that they are more
performance-critical than meta-operations. For example, be-
cause a file consists of a list of extents, each potentially hav-
ing a different length, seeking gets more expensive. How-
ever, most seek operations can be done in libm3 by seeking
within the already obtained memory capabilities (extents).

A further consequence of this design is that, even if m3fs
is storing the data in random access memory, like in our pro-
totype, the fragmentation of files (of how many extents they
consist) is important. The reason is, that the more extents
a file has, the more often the application needs to communi-
cate with m3fs to request further memory capabilities. Addi-
tionally, the seeking performance suffers with an increasing
number of extents. For that reason, write operations extend
files by a large number of blocks at once to minimize the

5 In the current prototype, files are already in DRAM. If persistent storage
was involved, m3fs would first load the file into DRAM, i.e., into the buffer
cache.

197



fragmentation and the close operation truncates it to the ac-
tually used space. As the evaluation in Section 5.7 shows,
as long as the extents are sufficiently large, the performance
degradation with multiple extents is minimal.

To support multiple filesystems, libm3 offers a virtual
filesystem (VFS) that allows to mount filesystems at specific
paths. Besides m3fs, it provides a pipe filesystem to integrate
pipes into the VFS, making it transparent for applications
whether they access a pipe or a file in m3fs.

5. Evaluation
Our evaluation strives to answer the following questions:

• How fast are system calls via DTU?
• How fast are file operations with m3fs?
• What is the performance impact of file fragmentation?
• How fast are OS-intensive applications?
• How far does M3 scale with a single service/kernel?
• What performance can be achieved by accelerators?

5.1 Methodology
To answer these questions, we compare our prototype to
Linux in as many benchmarks as possible. We used two
general approaches: first, we conducted micro-benchmarks
to compare the performance of system calls and filesystem
operations. Second, to prevent large porting efforts, we ob-
tained traces from applications on Linux to compare both
OSes in more realistic settings. Due to prohibitively long
simulation times, we could not use standard benchmarks, but
were required to use short running applications.

For both M3 and Linux we used cycle-accurate sim-
ulators, whose computation performances are equivalent.
M3 was running on the Tomahawk platform, which can be
started with an arbitrary number of PEs, each containing
64 KiB of SPM for instructions and 64 KiB for data with
no caches and no MMU. Linux 3.18 was running on the
simulator provided by Cadence with an Xtensa core, which
contains an instruction and data cache, each with a capac-
ity of 64 KiB, and an MMU. Furthermore, we configured the
cost for a cache miss on Linux to be equivalent to the transfer
time for loading a cache line (32 Bytes) via the DTU. That
is, loading data from DRAM takes the same time in both se-
tups. Due to the larger variation of the results on Linux, we
discarded the results of the first two runs of all benchmarks
to ensure that the caches are warm. For results still subject
to a standard deviation of more than 1%, we show error bars
in the figures.

Unfortunately, Linux does not provide support for multi-
ple PEs in the simulator. To achieve a fair comparison, we
made sure that, if comparing to Linux, M3 did not take ad-
vantage of multiple PEs, i.e., at no point in time multiple PEs
were doing useful work in parallel. This is because a second
PE was only involved if the first PE sent a message to the
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Figure 3. Comparison of system calls and file operations.
Lx-$ shows the time on Linux without cache misses.

second, in which case the first one waited until the second
one replied, so that the execution merely transitioned from
PE to PE.

5.2 Linux on Xtensa vs. Linux on ARM
To ensure that our results are not specific to Xtensa, because
e.g., Linux could be less optimized for Xtensa than for other
architectures, we did also run some of the benchmarks on an
ARM Cortex-A15. Apart from data transfers being slower
on Xtensa, because the core does not have a cache line
prefetcher (see Section 5.4 for more details), which prevents
Xtensa to saturate the memory bandwidth, we saw compa-
rable results. For example, a Linux system call requires 320
cycles on ARM and 410 cycles on Xtensa, creating a 2 MiB
large file has 2.4 million cycles overhead on ARM and 2.2
million cycles on Xtensa, and copying a 2 MiB file has 3.2
million cycles overhead on both architectures.

5.3 System Calls
System calls on M3 are done by sending a message via
the DTU to the kernel PE and waiting for the reply of the
kernel, while classical system calls switch from user mode
into privileged mode on the same PE. To compare their
performance, we performed a null system call on both M3

and Linux, i.e., the system call function has an empty body.
As can be seen in the left part of Figure 3, a system call on
M3 via DTU takes about 200 cycles, while it takes about 410
cycles on Linux. On M3, the actual message transfers take
about 30 cycles and the other 170 cycles are required for
marshalling the messages, programming the DTU registers,
unmarshalling the messages and figuring out the system call
function to call. On Linux, most of the time is spent with
saving and restoring the machine state, because the user
application and the kernel share these hardware resources.
Note that on Linux, we have removed outliers caused by
interrupts from the results since they would have had large
effects on the standard deviation in this case due to the short
time for a single system call.
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5.4 Filesystem and Pipe
Next, we conducted micro-benchmarks to evaluate m3fs and
pipes. Since m3fs is an in-memory filesystem, we compared
it to Linux’s tmpfs. For all our benchmarks, we transferred
2 MiB of data, using a buffer size of 4 KiB, because 4 KiB
is the sweet spot on Linux (M3 benefits from larger buffer
sizes until all available space in the SPM is used for the
buffer). On M3, the file was not fragmented (see Section 5.5
for the influence of fragmentation) and m3fs used a block
size of 1 KiB. On Linux, tmpfs used a block size 4 KiB. We
performed the following benchmarks:

1. Read: read a file, discarding the data,

2. Write: write precomputed data into a new file, and

3. Pipe: transfer data between two processes/VPEs.

On Linux, all three benchmarks used read/write system
calls to perform the transfer. We also compared copying a
file using mmap on Linux, but do not show it here, because
of Linux’s bad performance due to cache thrashing between
the page fault handling of the kernel and the memcpy of the
application. On M3, the time for copying is the sum of the
times for reading and writing the file.

To understand the differences between M3 and Linux,
we have broken down the results into the time for the data
transfer (“Xfers”) using the DTU or memcpy in the kernel,
and the remaining time (“Other”). As Figure 3 shows, a
large portion of the difference is made up by data transfers.
This is because the data transfer on M3 is performed by the
DTU, which transfers 8 Byte per cycle without involving
the core (similar to DMA). In contrast to that, Linux is
copying the data via memcpy. Unfortunately, Xtensa does
not have a cache line prefetcher, which could detect the data
access pattern of memcpy and thus prefetch the next cache
lines in the background. Therefore, memcpy cannot saturate
the memory bandwidth on Xtensa. We believe that, with a
cache line prefetcher and load/store instructions that operate
on more bytes at once, the transfer time could reach the
theoretical limit of 8 Byte per cycle, like with the DTU.

Apart from the differences for the data transfers, Figure 3
shows that M3 incurs much less OS overhead. This is be-
cause on Linux, a system call is done for every 4 KiB block,
doing in part the same work over and over again. On M3,
after the locations of the file fragments in the DRAM have
been obtained, only libm3 is involved, which only needs to
determine where to read or write. For example, read on
Linux requires ∼380 cycles for entering/leaving the kernel,
∼400 cycles for retrieving the file pointer, doing security
checks and executing function prologs/epilogs and∼550 cy-
cles for page cache related operations (get, put, etc.). M3

on the other hand needs ∼70 cycles to get to the read func-
tion and ∼90 cycles to determine the location for reading.

Another difference is that Linux is overwriting each block
with zeros before handing it out to a writing application,
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Figure 5. Comparison with application-level benchmarks.
Lx-$ shows the time on Linux without cache misses.

while m3fs can instruct the DTU to zero blocks in the back-
ground, i.e., in parallel to handling requests. In the bench-
marks, we assume that enough zero blocks are available,
which will be the case in realistic scenarios since there will
always be time where m3fs is idling.

5.5 Impact of File Fragmentation
As mentioned, the performance of reading and writing files
with m3fs depends on file fragmentation, i.e., the number of
extents the file consists of. To quantify this, we ran the read-
/write benchmarks with varying numbers of extents per file,
as shown in Figure 4. That is, for reading, the 2 MiB large
file was prepared to have 16 to 2048 blocks per extent. And
for writing we let the application allocate the correspond-
ing number of blocks at once. As the results show, the sweet
spot is 256 blocks, so that we chose to allocate that number
of blocks at once when appending to a file. This leads to a
good write performance and will probably also limit the file
fragmentation, so that the read performance is good as well.

5.6 Application-level Benchmarks
To compare M3 to Linux in more realistic settings, we per-
formed application-level benchmarks. Since the computa-
tion performance of the cores is identical for both M3 and
Linux, we chose mostly applications that make extensive use
of the OS. For a more compute-heavy application, we used
sqlite. We ran the following five benchmarks:

1. cat+tr: creates a child process/VPE and lets it write a
64 KiB large file into a pipe, while the parent reads from
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that pipe, replaces all occurrences of “a” with “b” and
writes the result into a new file

2. tar: creates a tar archive with files between 60 and
500 KiB and 1.2 MiB in total

3. untar: unpacks the same tar archive

4. find: searches for files within a directory tree of 40 items

5. sqlite: creates a table, inserts 8 entries and selects them

As the first benchmark is simple to implement, we did
that ourselves, using the same code for M3 and Linux, ex-
cept for programming against libm3 in case of the former.
The reasons for including it in the benchmarks are that it uses
all presented concepts of M3 (application loading, pipes,
and the filesystem) and that all of them have their equivalent
on Linux. The other four benchmarks were first run on Linux
with BusyBox [1], once running it with strace and again to
record the execution times of the performed syscalls (to ex-
clude the overhead of strace). The results were combined
into a data structure that specifies which syscall to execute
including its arguments. For all unsupported syscalls6 and
for the computation time, wait commands were inserted into
the data structure. On M3, we ran a program that replays the
syscalls from the data structure using the corresponding API
on M3 or waits as long as specified. That is, we assume that
computation and the unsupported syscalls require the same
time on both systems.

The results are shown in Figure 5, which we have broken
down into the time for the application (computation and on
M3 unsupported system calls), data transfers and the OS
overhead to explain the differences between M3 and Linux.
Note however, that the results are in favor of Linux because
on Linux, only the system call itself (e.g., open) is added to
the OS overhead, while the time spent in a library call (e.g.,
fopen) is added to the application time. On M3, the entire
library call is added to OS overhead.

In case of cat+tr, M3 is about twice as fast, which stems
from VPE::run being faster than fork, less overhead for
accessing files/pipes and the avoidance of context switches.
Note that, as mentioned, although both the reader and writer
are running time-multiplexed on one core on Linux, M3

does not take advantage of the two cores involved. That
is, like Linux with multiple cores, M3 could achieve better
performance by letting reader and writer work in parallel.

For tar and untar, M3 requires only 20% and 16%, re-
spectively, of the time Linux takes. This is caused on the one
hand by faster data transfers and on the other hand by less OS
overhead for read and write, as already described in Sec-
tion 5.4. However, Linux does not suffer from many system
calls in this case, because both benchmarks use sendfile

to transfer the data.

6 In these benchmarks, we ignored access, ioctl, getuid, geteuid,
getpid, getrlimit, setrlimit, rt sigaction, rt sigprocmask,
brk, fcntl, fchown, chown, chmod and chdir.
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Figure 6. Scalability of the OS design, showing the average
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Find shows a different picture as Linux is slightly faster
than M3. This is because find consists mostly of stat calls,
which work similarly on both systems. On Linux, a tradi-
tional syscall is done, which searches for the inode denoted
by the given path, whereas M3 does the same by calling
m3fs, using message passing. Furthermore, stat is well op-
timized on Linux, so that M3 is actually a bit slower.

Finally, sqlite is only slightly faster on M3, because com-
putation makes up the majority of the execution time.

5.7 Scalability
Another interesting point of this OS design is of course the
scalability. Before using multiple instances of services or the
kernel, we wanted to evaluate how far it scales using a sin-
gle instance. That is, how many PEs a single instance can
handle without significantly decreasing the performance. To
evaluate that, we ran the application-level benchmarks again,
with varying number of benchmark instances7 in parallel.
That is, we run one instance of the same problem on each
core, so that equal time per instance means perfect scala-
bility. Thereby, we replaced the reading/writing from/to the
DRAM with a spinning loop of the same time to evaluate
only the scalability of the software, i.e., we assume that the
NoC (in terms of memory transfers; messages are still sent)
and the DRAM scale perfectly.

As the results in Figure 6 indicate, all benchmarks scale
very well with up to 4 instances, while degrading a bit with
8 instances. Using 16 instances, the performance of find and
untar decreases significantly, while tar and sqlite are still
acceptable and cat+tr show nearly no degradation. Thus,
we believe that a single service/kernel instance can handle
at least 8 PEs. Of course, cat+tr scales almost perfectly
because after the setup phase, only the reader and writer
communicate with each other. The sqlite benchmark spends
the majority of the time with computation, so that it scales
very well. For tar and untar, most of the time, files are read
and written, which scales almost perfectly, too. Occasionally
in tar and untar and quite often in find, m3fs is called, which
queue up with an increasing number of benchmark instances.

7 Since cat+tr requires two PEs per benchmark instance, there are no results
for 1 Application PE.
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Figure 7. Performance benefits of an FFT accelerator core.

5.8 Accelerator
So far, the benchmarks used standard Xtensa cores. To show
the feasibility of integrating an accelerator and to demon-
strate the performance advantages, we added a core with in-
struction extensions for a fast fourier transformation (FFT)
to our prototype platform. In mobile communication, FFTs
are typically used within a filter chain, where e.g., data is re-
ceived over the mobile network, transformed using the FFT,
and passed forward to the next element in the chain. Thus,
we built a similar scenario that lets an application (the par-
ent) create a VPE, assigned to the FFT core. Afterwards,
it executes the FFT application (the child) on that VPE and
creates a pipe between itself and the child. The parent is gen-
erating random numbers, 32 KiB of data in total, and writes
them into the pipe, while the child reads from that pipe, per-
forms the FFT and writes the result into a file (it could be
another pipe as well).

To show the performance benefits, we ran this benchmark
first on Linux using a software FFT, second, on M3 using
only standard Xtensa cores with the same software FFT, and
third, on M3 using the FFT accelerator. It is worth noting
that the code for the parent is identical for the software
version and the accelerator version. It merely receives a
different path to the executable to run on the VPE. The
results in Figure 7 show at first, that the accelerator has a
huge performance benefit over the software version (about
a factor of 30). Second, exec, the pipe communication and
the write to the file on Linux has much more overhead than
their equivalent on M3, especially compared to the FFT
time when using the accelerator. This shows that the fast
abstractions of M3 lower the bar for using accelerators.

6. Conclusion
In this paper, we presented a new point in the design space
for operating systems (OSes) by co-designing the OS with
the hardware to support arbitrary cores as first-class citizens.
That is, we support isolation on all cores to run untrusted
code and provide access to OS services on all cores. This is
achieved by abstracting from the heterogeneity of the cores
by introducing a common hardware component, called data
transfer unit (DTU), next to each core that supports remote
memory access and message passing. By leveraging the fact
that it is expected that future platforms will contain a large
number of cores, we introduce kernel cores, where only the
kernel is running and application cores, which are owned

by one application at a given time. Cores and thus applica-
tions are thereby isolated at the network-on-chip-level via
remotely controlling their DTUs, because a DTU is the only
component that has access to core-external resources.

We demonstrated the feasibility of this design by im-
plementing the DTU and the OS for a prototype platform,
whose cores do not have support for an OS kernel and where
we could integrate accelerators. We showed how basic OS
abstractions like application loading, pipes, and filesystems
can be built and that they work across heterogeneous cores.
In our evaluation, we illustrated how this design can outper-
form Linux in some application-level benchmarks by more
than a factor of five without exploiting accelerators.

7. Future Work
As we have laid the foundation for supporting arbitrary PEs
as first-class citizens by starting with the challenging part of
building an OS for PEs without kernel support in this work,
we will extend this to more feature-rich PEs in future work.
In particular:

• We plan to add caches to the PEs or replace the SPM with
caches. The cache will use the DTU to load/store cache
lines from/into DRAM. In this way, the DTU remains the
only component with access to PE-external resources and
it thus suffices to control the DTU.

• Furthermore, we want to support virtual memory to en-
able copy-on-write, demand paging, etc. This can be done
by by managing the page tables remotely, similarly to
managing the DTU endpoints remotely.

• Finally, we plan to support POSIX-compliant applica-
tions. So far, our prototype platform prevented us from
directly running existing and complex applications due to
the small SPM and the distributed memory architecture.
As soon as caches and virtual memory are supported, we
will add a POSIX emulation layer, similar to the already
existing emulation layer for the filesystem API, that was
used to replay system call traces.

As already mentioned in the paper, we currently do not
support multiple instances of services or the kernel, because
we wanted to explore first how far a single instance can scale.
In the future, we will design synchronization protocols to
allow multiple instances.
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